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Hp ≈ −g

CG MINRES

Sub-problems

pt = arg min
p∈Kt

1
2
〈p,Hp〉 − 〈p, g〉 pt = arg min

p∈Kt
‖Hp + g‖2

Problem class

Positive Definite Symmetric

Metric / Rate

‖Hpt + g‖: R-linear

‖pt − p?‖H: Q-Linear

‖Hpt + g‖: Q-linear

‖pt − p?‖H: R-Linear (PD)

Krylov subspace:

Kt(H, g) = Span{g,Hg, . . . ,Ht−1g}
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For simplicity, assume p0 = 0. Most, but not all, of what follows can be
generalized to arbitrary initialization.
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Part II: Open the Box References

Both CG and MINRES are instances of Projection Framework:

Projection Methods

Search Subspace: Kt with dim(Kt) = t

Constraint Subspace: Wt with dim(Wt) = t

Petrov-Galerkin Conditions: Find pt ∈ Kt s.t. rt ⊥ Wt

Orthogonal Projection: Wt = Kt

Oblique Projection: Wt 6= Kt , e.g., Wt = HKt
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Theorem
1 The case where H � 0 and Wt = Kt is equivalent to

pt = arg min
p∈Kt

‖p− p?‖2H = arg min
p∈Kt

1
2 〈p,Hp〉+ 〈g,p〉 .

2 The case where det(H) 6= 0 and Wt = HKt is equivalent to

pt = arg min
p∈Kt

‖Hp + g‖2 .
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Proof.
1 Let Vt ∈ Rd×t be such that Range(Vt) = Kt .

To solve

pt = arg min
p∈Kt

1
2 〈p,Hp〉+ 〈g,p〉 ,

we can equivalently solve

yt = arg min
y∈Rt

1
2 〈Vty,H (Vty)〉+ 〈g,Vty〉 ,

and then set pt = Vtyt . Since H � 0, it is necessary and sufficient for
the optimal yt to satisfy

Vᵀ
tHVtyt + Vᵀ

t g = 0

⇐⇒ Vᵀ
t (Hpt + g)

︸ ︷︷ ︸
rt

= 0 ⇐⇒ rt ⊥ Kt .

2 Similarly as above.
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Part II: Open the Box References

Lanczos Process: When H is symmetric, the Lanczos process finds a basis
Vt for Kt (H, g), based on Gram-Schmidt procedure, such that

HVt = Vt+1Tt+1,t ,

where

Vt =
[
v1 | v2 | . . . | vt

]
, with v1 = g

‖g‖ ,

Tt+1,t =



α1 β2
β2 α2 β3

β3 α3
. . .

. . . . . . βt
βt αt

βt+1


,

[
Tt

βt+1eᵀt

]
.

So, Vᵀ
tHVt = Tt in tridiagonal.
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Part II: Open the Box References

Conjugate Gradient (CG): Assuming H � 0,

pt = arg min
p∈Kt

1
2 〈p,Hp〉+ 〈g,p〉

If Vt is the basis from the Lanczos procedure, then we can set pt = Vtyt
where yt is the solution to:

yt = arg min
y∈Rt

1
2 〈Vty,HVty〉+ 〈g,Vty〉

= arg min
y∈Rt

1
2 〈y,Tty〉+ 〈‖g‖ e1, y〉 .

Taking the derivative and setting it to zero, gives

Ttyt = −‖g‖ e1.

Note that Tt � 0. Iterates of CG are generated in a way that conceptually
amounts to solving this linear system using Cholesky factorization of Tt .
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Algorithm Conjugate Gradient
1: r0 = d1 = −g, and p0 = 0
2: for t = 1, 2, . . . until ‖rt−1‖ ≤ τ do
3: αt = 〈rt−1, rt−1〉 / 〈dt ,Hdt〉
4: pt = pt−1 + αtdt
5: rt = rt−1 − αtHdt
6: βt+1 = 〈rt , rt〉 / 〈rt−1, rt−1〉
7: dt+1 = rt + βt+1dt
8: end for

Note: In practice Hdt is computed once and reused in various lines, also
‖rt‖2 = 〈rt , rt〉 from each iteration is reused in the next iteration to check
the termination criterion, and also to compute αt and βk in the next
iteration.
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Minimum Residual (MINRES): Assuming H = Hᵀ,

pt = arg min
p∈Kt

‖Hp + g‖

If Vt is the basis from the Lanczos procedure, then we can set pt = Vtyt
where yt is the solution to:

yt = arg min
y∈Rt

‖HVty + g‖

= arg min
y∈Rt

‖Vt+1Tt+1,ty + g‖

= arg min
y∈Rt

∥∥∥Tt+1,ty + ‖g‖ e1
∥∥∥.

MINRES iterates are generated in a way that conceptually amounts to
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Part II: Open the Box References

Letting Qt+1Tt+1,t =
[
Rt
0

]
∈ R(t+1)×t be the full QR decomposition of

Tt+1,t using application of a series of 2× 2 Householder reflections.

Denoting Qt+1 ‖g‖ e1 =
[
ut
φt

]
, we have

yt = arg min
y∈Rt

∥∥∥Tt+1,ty + ‖g‖ e1
∥∥∥ = arg min

y∈Rt

∥∥∥∥∥
[
Rt
0

]
y +

[
ut
φt

]
.

∥∥∥∥∥
Let Dt = VtR−1

t and denote Vt = [Vt−1 | vt ]. We get

Dt = VtR−1
t =

[
Vt−1 vt

] [R−1
t−1 ?
0ᵀ ?

]
=
[
Vt−1R−1

t−1 dt
]

=
[
Dt−1 dt

]
.
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Part II: Open the Box References

As a result, from yt = −R−1
t ut , we get

pt = Vtyt

= −VtR−1
t ut = −Dtut

=
[
Dt−1 dt

] [−ut−1
τt

]
= pt−1 + τtdt

and from Vt = DtRt and the fact that only the diagonal, the
super-diagonal, and the second super-diagonal elements of Rt can be
non-zero, we get

dt =
(
vt − εtdt−2 − δ(2)

t dt−1
)
/γ(2).
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Q: Why ubiquitous reliance on CG?

CG MINRES

Simplicity 3 7

Coverage in Textbook 3 7

Software Libraries 3 7

Theoretical Properties 3 ?
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Part II: Open the Box References

CG has optimal convergence rate (H � 0):

letting p ∈ Kt (H, g) = Span{g,Hg, . . . ,Ht−1g}, and noting that Hp? = −g, we
have

p = −pt−1(H)g =⇒ p− p? = rt(H)p?

,

where rt(H) , I−Hpt−1(H) is a residual polynomial of degree t. Recall that if
λ ∈ spec(H), then rt(λ) ∈ spec(rt(H)) (Spectral Mapping Theorem for Matrix
Polynomials).

For CG, we had pt = arg min
p∈Kt (H,g)

‖p− p?‖H, which implies

‖pt − p?‖H = min
p∈Kt (H,g)

‖p− p?‖H = min
rt∈Πt

‖rt(H)p?‖H

≤ ‖p?‖H min
rt∈Πt

‖rt(H)‖

≤ ‖p?‖H min
rt∈Πt

max
λ∈spec(H)

|rt(λ)|.

So, using properties of Chebyshev polynomials, we get

‖pt − p?‖H ≤ 2
(√

κ− 1√
κ+ 1

)t

‖p?‖H .

14 / 28



Part II: Open the Box References

CG has optimal convergence rate (H � 0):
letting p ∈ Kt (H, g) = Span{g,Hg, . . . ,Ht−1g}, and noting that Hp? = −g, we
have

p = −pt−1(H)g =⇒ p− p? = rt(H)p?

,

where rt(H) , I−Hpt−1(H) is a residual polynomial of degree t. Recall that if
λ ∈ spec(H), then rt(λ) ∈ spec(rt(H)) (Spectral Mapping Theorem for Matrix
Polynomials).

For CG, we had pt = arg min
p∈Kt (H,g)

‖p− p?‖H, which implies

‖pt − p?‖H = min
p∈Kt (H,g)

‖p− p?‖H = min
rt∈Πt

‖rt(H)p?‖H

≤ ‖p?‖H min
rt∈Πt

‖rt(H)‖

≤ ‖p?‖H min
rt∈Πt

max
λ∈spec(H)

|rt(λ)|.

So, using properties of Chebyshev polynomials, we get

‖pt − p?‖H ≤ 2
(√

κ− 1√
κ+ 1

)t

‖p?‖H .

14 / 28



Part II: Open the Box References

CG has optimal convergence rate (H � 0):
letting p ∈ Kt (H, g) = Span{g,Hg, . . . ,Ht−1g}, and noting that Hp? = −g, we
have

p = −pt−1(H)g

=⇒ p− p? = rt(H)p?

,

where rt(H) , I−Hpt−1(H) is a residual polynomial of degree t. Recall that if
λ ∈ spec(H), then rt(λ) ∈ spec(rt(H)) (Spectral Mapping Theorem for Matrix
Polynomials).

For CG, we had pt = arg min
p∈Kt (H,g)

‖p− p?‖H, which implies

‖pt − p?‖H = min
p∈Kt (H,g)

‖p− p?‖H = min
rt∈Πt

‖rt(H)p?‖H

≤ ‖p?‖H min
rt∈Πt

‖rt(H)‖

≤ ‖p?‖H min
rt∈Πt

max
λ∈spec(H)

|rt(λ)|.

So, using properties of Chebyshev polynomials, we get

‖pt − p?‖H ≤ 2
(√

κ− 1√
κ+ 1

)t

‖p?‖H .

14 / 28



Part II: Open the Box References

CG has optimal convergence rate (H � 0):
letting p ∈ Kt (H, g) = Span{g,Hg, . . . ,Ht−1g}, and noting that Hp? = −g, we
have

p = −pt−1(H)g =⇒ p− p? = rt(H)p?,

where rt(H) , I−Hpt−1(H) is a residual polynomial of degree t. Recall that if
λ ∈ spec(H), then rt(λ) ∈ spec(rt(H)) (Spectral Mapping Theorem for Matrix
Polynomials).

For CG, we had pt = arg min
p∈Kt (H,g)

‖p− p?‖H, which implies

‖pt − p?‖H = min
p∈Kt (H,g)

‖p− p?‖H = min
rt∈Πt

‖rt(H)p?‖H

≤ ‖p?‖H min
rt∈Πt

‖rt(H)‖

≤ ‖p?‖H min
rt∈Πt

max
λ∈spec(H)

|rt(λ)|.

So, using properties of Chebyshev polynomials, we get

‖pt − p?‖H ≤ 2
(√

κ− 1√
κ+ 1

)t

‖p?‖H .

14 / 28



Part II: Open the Box References

CG has optimal convergence rate (H � 0):
letting p ∈ Kt (H, g) = Span{g,Hg, . . . ,Ht−1g}, and noting that Hp? = −g, we
have

p = −pt−1(H)g =⇒ p− p? = rt(H)p?,

where rt(H) , I−Hpt−1(H) is a residual polynomial of degree t.

Recall that if
λ ∈ spec(H), then rt(λ) ∈ spec(rt(H)) (Spectral Mapping Theorem for Matrix
Polynomials).

For CG, we had pt = arg min
p∈Kt (H,g)

‖p− p?‖H, which implies

‖pt − p?‖H = min
p∈Kt (H,g)

‖p− p?‖H = min
rt∈Πt

‖rt(H)p?‖H

≤ ‖p?‖H min
rt∈Πt

‖rt(H)‖

≤ ‖p?‖H min
rt∈Πt

max
λ∈spec(H)

|rt(λ)|.

So, using properties of Chebyshev polynomials, we get

‖pt − p?‖H ≤ 2
(√

κ− 1√
κ+ 1

)t

‖p?‖H .

14 / 28



Part II: Open the Box References

CG has optimal convergence rate (H � 0):
letting p ∈ Kt (H, g) = Span{g,Hg, . . . ,Ht−1g}, and noting that Hp? = −g, we
have

p = −pt−1(H)g =⇒ p− p? = rt(H)p?,

where rt(H) , I−Hpt−1(H) is a residual polynomial of degree t. Recall that if
λ ∈ spec(H), then rt(λ) ∈ spec(rt(H)) (Spectral Mapping Theorem for Matrix
Polynomials).

For CG, we had pt = arg min
p∈Kt (H,g)

‖p− p?‖H, which implies

‖pt − p?‖H = min
p∈Kt (H,g)

‖p− p?‖H = min
rt∈Πt

‖rt(H)p?‖H

≤ ‖p?‖H min
rt∈Πt

‖rt(H)‖

≤ ‖p?‖H min
rt∈Πt

max
λ∈spec(H)

|rt(λ)|.

So, using properties of Chebyshev polynomials, we get

‖pt − p?‖H ≤ 2
(√

κ− 1√
κ+ 1

)t

‖p?‖H .

14 / 28



Part II: Open the Box References

CG has optimal convergence rate (H � 0):
letting p ∈ Kt (H, g) = Span{g,Hg, . . . ,Ht−1g}, and noting that Hp? = −g, we
have

p = −pt−1(H)g =⇒ p− p? = rt(H)p?,

where rt(H) , I−Hpt−1(H) is a residual polynomial of degree t. Recall that if
λ ∈ spec(H), then rt(λ) ∈ spec(rt(H)) (Spectral Mapping Theorem for Matrix
Polynomials).

For CG, we had pt = arg min
p∈Kt (H,g)

‖p− p?‖H, which implies

‖pt − p?‖H = min
p∈Kt (H,g)

‖p− p?‖H = min
rt∈Πt

‖rt(H)p?‖H

≤ ‖p?‖H min
rt∈Πt

‖rt(H)‖

≤ ‖p?‖H min
rt∈Πt

max
λ∈spec(H)

|rt(λ)|.

So, using properties of Chebyshev polynomials, we get

‖pt − p?‖H ≤ 2
(√

κ− 1√
κ+ 1

)t

‖p?‖H .

14 / 28



Part II: Open the Box References

CG has optimal convergence rate (H � 0):
letting p ∈ Kt (H, g) = Span{g,Hg, . . . ,Ht−1g}, and noting that Hp? = −g, we
have

p = −pt−1(H)g =⇒ p− p? = rt(H)p?,

where rt(H) , I−Hpt−1(H) is a residual polynomial of degree t. Recall that if
λ ∈ spec(H), then rt(λ) ∈ spec(rt(H)) (Spectral Mapping Theorem for Matrix
Polynomials).

For CG, we had pt = arg min
p∈Kt (H,g)

‖p− p?‖H, which implies

‖pt − p?‖H

= min
p∈Kt (H,g)

‖p− p?‖H = min
rt∈Πt

‖rt(H)p?‖H

≤ ‖p?‖H min
rt∈Πt

‖rt(H)‖

≤ ‖p?‖H min
rt∈Πt

max
λ∈spec(H)

|rt(λ)|.

So, using properties of Chebyshev polynomials, we get

‖pt − p?‖H ≤ 2
(√

κ− 1√
κ+ 1

)t

‖p?‖H .

14 / 28



Part II: Open the Box References

CG has optimal convergence rate (H � 0):
letting p ∈ Kt (H, g) = Span{g,Hg, . . . ,Ht−1g}, and noting that Hp? = −g, we
have

p = −pt−1(H)g =⇒ p− p? = rt(H)p?,

where rt(H) , I−Hpt−1(H) is a residual polynomial of degree t. Recall that if
λ ∈ spec(H), then rt(λ) ∈ spec(rt(H)) (Spectral Mapping Theorem for Matrix
Polynomials).

For CG, we had pt = arg min
p∈Kt (H,g)

‖p− p?‖H, which implies

‖pt − p?‖H = min
p∈Kt (H,g)

‖p− p?‖H

= min
rt∈Πt

‖rt(H)p?‖H

≤ ‖p?‖H min
rt∈Πt

‖rt(H)‖

≤ ‖p?‖H min
rt∈Πt

max
λ∈spec(H)

|rt(λ)|.

So, using properties of Chebyshev polynomials, we get

‖pt − p?‖H ≤ 2
(√

κ− 1√
κ+ 1

)t

‖p?‖H .

14 / 28



Part II: Open the Box References

CG has optimal convergence rate (H � 0):
letting p ∈ Kt (H, g) = Span{g,Hg, . . . ,Ht−1g}, and noting that Hp? = −g, we
have

p = −pt−1(H)g =⇒ p− p? = rt(H)p?,

where rt(H) , I−Hpt−1(H) is a residual polynomial of degree t. Recall that if
λ ∈ spec(H), then rt(λ) ∈ spec(rt(H)) (Spectral Mapping Theorem for Matrix
Polynomials).

For CG, we had pt = arg min
p∈Kt (H,g)

‖p− p?‖H, which implies

‖pt − p?‖H = min
p∈Kt (H,g)

‖p− p?‖H = min
rt∈Πt

‖rt(H)p?‖H

≤ ‖p?‖H min
rt∈Πt

‖rt(H)‖

≤ ‖p?‖H min
rt∈Πt

max
λ∈spec(H)

|rt(λ)|.

So, using properties of Chebyshev polynomials, we get

‖pt − p?‖H ≤ 2
(√

κ− 1√
κ+ 1

)t

‖p?‖H .

14 / 28



Part II: Open the Box References

CG has optimal convergence rate (H � 0):
letting p ∈ Kt (H, g) = Span{g,Hg, . . . ,Ht−1g}, and noting that Hp? = −g, we
have

p = −pt−1(H)g =⇒ p− p? = rt(H)p?,

where rt(H) , I−Hpt−1(H) is a residual polynomial of degree t. Recall that if
λ ∈ spec(H), then rt(λ) ∈ spec(rt(H)) (Spectral Mapping Theorem for Matrix
Polynomials).

For CG, we had pt = arg min
p∈Kt (H,g)

‖p− p?‖H, which implies

‖pt − p?‖H = min
p∈Kt (H,g)

‖p− p?‖H = min
rt∈Πt

‖rt(H)p?‖H

≤ ‖p?‖H min
rt∈Πt

‖rt(H)‖

≤ ‖p?‖H min
rt∈Πt

max
λ∈spec(H)

|rt(λ)|.

So, using properties of Chebyshev polynomials, we get

‖pt − p?‖H ≤ 2
(√

κ− 1√
κ+ 1

)t

‖p?‖H .

14 / 28



Part II: Open the Box References

CG has optimal convergence rate (H � 0):
letting p ∈ Kt (H, g) = Span{g,Hg, . . . ,Ht−1g}, and noting that Hp? = −g, we
have

p = −pt−1(H)g =⇒ p− p? = rt(H)p?,

where rt(H) , I−Hpt−1(H) is a residual polynomial of degree t. Recall that if
λ ∈ spec(H), then rt(λ) ∈ spec(rt(H)) (Spectral Mapping Theorem for Matrix
Polynomials).

For CG, we had pt = arg min
p∈Kt (H,g)

‖p− p?‖H, which implies

‖pt − p?‖H = min
p∈Kt (H,g)

‖p− p?‖H = min
rt∈Πt

‖rt(H)p?‖H

≤ ‖p?‖H min
rt∈Πt

‖rt(H)‖

≤ ‖p?‖H min
rt∈Πt

max
λ∈spec(H)

|rt(λ)|.

So, using properties of Chebyshev polynomials, we get

‖pt − p?‖H ≤ 2
(√

κ− 1√
κ+ 1

)t

‖p?‖H .

14 / 28



Part II: Open the Box References

CG has optimal convergence rate (H � 0):
letting p ∈ Kt (H, g) = Span{g,Hg, . . . ,Ht−1g}, and noting that Hp? = −g, we
have

p = −pt−1(H)g =⇒ p− p? = rt(H)p?,

where rt(H) , I−Hpt−1(H) is a residual polynomial of degree t. Recall that if
λ ∈ spec(H), then rt(λ) ∈ spec(rt(H)) (Spectral Mapping Theorem for Matrix
Polynomials).

For CG, we had pt = arg min
p∈Kt (H,g)

‖p− p?‖H, which implies

‖pt − p?‖H = min
p∈Kt (H,g)

‖p− p?‖H = min
rt∈Πt

‖rt(H)p?‖H

≤ ‖p?‖H min
rt∈Πt

‖rt(H)‖

≤ ‖p?‖H min
rt∈Πt

max
λ∈spec(H)

|rt(λ)|.

So, using properties of Chebyshev polynomials, we get

‖pt − p?‖H ≤ 2
(√

κ− 1√
κ+ 1

)t

‖p?‖H .

14 / 28



Part II: Open the Box References

One can show a similar bound for MINRES when H � 0:

‖rt‖ ≤ 2
(√

κ− 1√
κ+ 1

)t

‖g‖ .
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Part II: Open the Box References

Lemma (Liu and Roosta, 2022a)
Let

H =
[
U U⊥ Un

] Λ
Λ⊥

0

 [U U⊥ Un
]ᵀ
.

For any 0 < θ < 1, after at most

t ≥ 0.25
√

max{κ+, κ−} log (4/θ) ,

iterations of MINRES, we have

‖UnUᵀ
ng‖

2 ≤ ‖rt‖2 ≤ ‖UnUᵀ
ng‖

2 + θ ‖UUᵀg‖2
,

and in particular,
‖UUᵀrt‖2 ≤ θ ‖UUᵀg‖2

.

Available general convergence results for indefinite problems imply rates depending
on κ+ and κ− as opposed to

√
κ+ and

√
κ−.
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Part II: Open the Box References

One of the nice properties of CG is that it allows for ready access to NPC
direction:

min
p∈Kt (Hk ,g)

〈p, g〉+ 〈p,Hp〉 /2

CG

〈dt ,Hdt〉 ≤ 0
CG’s NPC Condition

The NPC condition can be checked almost for free in CG since we always
compute 〈dt ,Hdt〉 in every iteration to find CG’s step size αt .
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Part II: Open the Box References

min
p∈Kt (H,g)

‖Hp + g‖2
Minimum Residual

18 / 28



Part II: Open the Box References

min
p∈Kt (H,g)

〈p,Hg〉+
〈
p,H2p

〉

︸ ︷︷ ︸
/

/2
Minimum Residual

18 / 28



Part II: Open the Box References

min
p∈Kt (H,g)

〈p,Hg〉+
〈
p,H2p

〉
︸ ︷︷ ︸
/

/2
Minimum Residual

18 / 28



Part II: Open the Box References

min
p∈Kt (H,g)

〈p,Hg〉+
〈
p,H2p

〉
︸ ︷︷ ︸
/

/2
Minimum Residual

18 / 28



Part II: Open the Box References

By construction, at every iteration of MINRES, we have

pt = arg min
p∈Kt (H,g)

‖Hp + g‖2

⇐⇒ rt = Hpt + g ⊥ HKt

It is easy to show that ri ∈ Kt(H, g) for any i ≤ t − 1. This implies that

〈ri ,Hrj〉 = 0, i 6= j .

One can also show that as long as 〈ri ,Hri〉 6= 0, for all 0 ≤ i ≤ t − 1, then
Span{r0, r1, . . . , rt−1} = Kt(H, g). In particular, suppose 〈ri ,Hri〉 > 0, for
all 0 ≤ i ≤ t − 1 and let 0 6= v ∈ Kt(H, g). We can write
v = [r0 | r1 | . . . | rt−1]c for some 0 6= c ∈ Rt . We have

〈v,Hv〉 =
t∑

i=1
c2

i 〈ri ,Hri〉 > 0.

In other words, as long as 〈ri ,Hri〉 > 0, for all 0 ≤ i ≤ t − 1, we have
〈v,Hv〉 > 0 for any 0 6= v ∈ Kt(H, g). Conversely, 〈rt−1,Hrt−1〉 ≤ 0, then
〈v,Hv〉 > 0 for some 0 6= v ∈ Kt(H, g), namely v = rt−1.
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v = [r0 | r1 | . . . | rt−1]c for some 0 6= c ∈ Rt . We have

〈v,Hv〉 =
t∑

i=1
c2

i 〈ri ,Hri〉 > 0.

In other words, as long as 〈ri ,Hri〉 > 0, for all 0 ≤ i ≤ t − 1, we have
〈v,Hv〉 > 0 for any 0 6= v ∈ Kt(H, g).

Conversely, 〈rt−1,Hrt−1〉 ≤ 0, then
〈v,Hv〉 > 0 for some 0 6= v ∈ Kt(H, g), namely v = rt−1.
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Part II: Open the Box References

〈rt−1,Hrt−1〉 ≤ 0
MINRES’ NPC Condition

The NPC condition can be readily checked as

〈rt−1,Hrt−1〉 = ♠t−1 ×♣t
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Part II: Open the Box References

Theorem (Liu and Roosta, 2022b)
Suppose 〈ri ,Hri〉 > 0, 0 ≤ i ≤ t − 1.

Ti � 0, 1 ≤ i ≤ t

If t = |Λ(H)|, then H � 0 (Pick the r.h.s vector uniformly at random from unit sphere)

〈pi , g〉 < −〈pi ,Hpi〉< 0, 1 ≤ i ≤ t

〈g,pi〉+ 〈pi ,Hpi〉 /2
y, 0 ≤ i ≤ t

‖pi‖
x, 0 ≤ i ≤ t
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Part II: Open the Box References

CG MINRES

NPC Condition 〈dt ,Hdt〉 ≤ 0 〈rt−1,Hrt−1〉 ≤ 0

1st-order descent 〈pt , g〉 < 0 〈pt , g〉 < 0

2nd-order descent 〈pt , g〉+ 1
2 〈pt ,Hpt〉 < 0 (

y) 〈pt , g〉+ 1
2 〈pt ,Hpt〉 < 0 (

y)

“2.5th”-order
descent 〈pt , g〉+ 〈pt ,Hpt〉 = 0 〈pt , g〉+ 〈pt ,Hpt〉 < 0

1st-order descent
for ‖g‖2 〈pt ,Hg〉 = −‖g‖2 < 0 〈pt ,Hg〉 = −‖Hpt‖2 < 0

Norm of iterates ‖pt‖
x ‖pt‖

x
1st-order descent

(NPC) 〈dt , g〉 = −‖rt‖2 < 0 〈rt−1, g〉 = −‖rt−1‖2 < 0

1st-order
non-ascent for ‖g‖2

(NPC)
〈dt ,Hg〉 = 0 〈rt−1,Hg〉 = 0
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Part II: Open the Box References

CG MINRES
Simplicity 3 7

Coverage in Textbook 3 7

Software Libraries 3 7

Theoretical Properties 3 ?
Numerical Properties 3 7
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Part II: Open the Box References

MINRES is a much more general purpose than CG, and hence it is a more
complicated.

It turns out there is a much simpler alternative algorithm that
for all intents and purposes as an optimization sub-problem solver is
“identical” to MINRES. Recall CG iterations are formed by solving:

pt = arg min
p∈Kt

1
2 〈p,Hp〉+ 〈p, g〉 .

If H � 0, we have we can replace the Euclidean inner product by an
H-inner product and get

pt = arg min
p∈Kt

1
2 〈p,Hp〉H + 〈p, g〉H = arg min

p∈Kt

1
2 ‖Hp + g‖2 .

24 / 28



Part II: Open the Box References

MINRES is a much more general purpose than CG, and hence it is a more
complicated. It turns out there is a much simpler alternative algorithm that
for all intents and purposes as an optimization sub-problem solver is
“identical” to MINRES.

Recall CG iterations are formed by solving:

pt = arg min
p∈Kt

1
2 〈p,Hp〉+ 〈p, g〉 .

If H � 0, we have we can replace the Euclidean inner product by an
H-inner product and get

pt = arg min
p∈Kt

1
2 〈p,Hp〉H + 〈p, g〉H = arg min

p∈Kt

1
2 ‖Hp + g‖2 .

24 / 28



Part II: Open the Box References

MINRES is a much more general purpose than CG, and hence it is a more
complicated. It turns out there is a much simpler alternative algorithm that
for all intents and purposes as an optimization sub-problem solver is
“identical” to MINRES. Recall CG iterations are formed by solving:

pt = arg min
p∈Kt

1
2 〈p,Hp〉+ 〈p, g〉 .

If H � 0, we have we can replace the Euclidean inner product by an
H-inner product and get

pt = arg min
p∈Kt

1
2 〈p,Hp〉H + 〈p, g〉H = arg min

p∈Kt

1
2 ‖Hp + g‖2 .

24 / 28



Part II: Open the Box References

MINRES is a much more general purpose than CG, and hence it is a more
complicated. It turns out there is a much simpler alternative algorithm that
for all intents and purposes as an optimization sub-problem solver is
“identical” to MINRES. Recall CG iterations are formed by solving:

pt = arg min
p∈Kt

1
2 〈p,Hp〉+ 〈p, g〉 .

If H � 0, we have we can replace the Euclidean inner product by an
H-inner product and get

pt = arg min
p∈Kt

1
2 〈p,Hp〉H + 〈p, g〉H = arg min

p∈Kt

1
2 ‖Hp + g‖2 .

24 / 28



Part II: Open the Box References

Algorithm Conjugate Residual1
1: r0 = d1 = −g, and p0 = 0
2: for t = 1, 2, . . . until ‖rt−1‖ ≤ τ do
3: αt = 〈rt−1, rt−1〉H / 〈dt ,Hdt〉H
4: pt = pt−1 + αtdt
5: rt = rt−1 − αtHdt
6: βt+1 = 〈rt , rt〉H / 〈rt−1, rt−1〉H
7: dt+1 = rt + βt+1dt
8: end for

MINRES is also simple!

Theorem (Lim, Liu, and Roosta, 2024)
MINRES and CR are essentially the same for all H (not just PD)!

1CR can be implemented to have one matrix-vector product per iteration, in which case it requires one more vector of
storage and one more vector update than the CG.
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CG MINRES/CR
Simplicity 3 7

Coverage in Textbook 3 7

Software Libraries 3 7

Theoretical Properties 3 3

Numerical Properties 3 7
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Part II: Open the Box References

CG is unstable!

CG CR MINRES

(Lim, Liu, and Roosta, 2024)
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Part II: Open the Box References

CG is unstable and/or its solutions can be useless!

CG CR MR

(Lim, Liu, and Roosta, 2024)
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Part II: Open the Box References

CG Has No Intuitive Termination Condition

Theorem (Lim, Liu, and Roosta, 2024)
With CG, when g 6∈ Range(H),

p 6=−H†g + (I−H†H)q, for any q ∈ Rd .

With MINRES, always,

p =−H†g + (I−H†H)q, for some q ∈ Rd .
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CG MINRES/CR
Simplicity 3 3

Coverage in Textbook 3 7

Software Libraries 3 7

Theoretical Properties 3 3

Numerical Properties 7 3

Natural Termination 7 3
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